
   A M Y R I A D O F T O N G U E S 

Copyright © 2023 by the President and Fellows of Harvard College



  
  

  

  

   
 

A 

M Y R I A D 
O F 

TO N G U E S 
How Languages Reveal Differences 

in How We Think 

C A L E B  E V E R E T T  

Cambridge,  Massachusetts  
London,  England 

2023 

Copyright © 2023 by the President and Fellows of Harvard College



 

  

    

 
 

        

Copyright © 2023 by the President and Fellows of  Harvard College 
All rights reserved 
Printed in the United States of  America 
First printing 

Cover photograph: primeimages © GettyImages 
Cover design: Annamarie McMahon Why 

9780674295193 (EPUB) 
9780674295230 (PDF) 

The Library of  Congress has cataloged the printed edition as follows: 
Names: Everett, Caleb, author. 
Title: A myriad of  tongues : how languages reveal diferences in how we think / 

Caleb Everett. 
Description: Cambridge, Massachusetts ; London, England : Harvard University 

Press, 2023. | Includes bibliographical references and index. 
Identifers: LCCN 2022059014 | ISBN 9780674976580 (cloth) 
Subjects: LCSH: Anthropological linguistics. | Language and Languages—Variation. 
Classifcation: LCC P35 .E898 2023 | DDC 306.44—dc23/eng/20230213 
LC record available at https://lccn.loc.gov/2022059014 

Interior illustrations: Getty Images / Garry Killian. 

Copyright © 2023 by the President and Fellows of Harvard College



 For Shan and Kris 

Copyright © 2023 by the President and Fellows of Harvard College



  

      

    

     

    

    

    

    

    

  

  

   

  

CONTENTS 

Introduction 1 

1 Your Future Is behind You 15 

2 Turn to Your West 45 

3 Who’s Your Brother? 76 

4 The Sky Is Grue 100 

5 Desert Ice 136 

6 Seeing Speech 165 

7 The Nasal Start to “Nose” 188 

8 Big into What? 216 

Conclusion 237 

Notes 247 

Acknowledgments 267 

Index 269 

Copyright © 2023 by the President and Fellows of Harvard College



   A M Y R I A D O F T O N G U E S 

Copyright © 2023 by the President and Fellows of Harvard College



1 

  
     

 
 

  
 
   

  
     

    

 

Introduction 

THE FRIGID GUSTS are many degrees below freezing and, judging 
from the grimaces passing by, unpleasant even by the standards of Man-
hattanites. I take refuge in a closet-sized cofee shop at the base of  the 
inclement canyon that is 8th Avenue. The city seems taken aback by 
the brutal January snowstorm as snow piles up alongside the crawling 
trafc of  the morning commute. With sensation returning to my 
cheeks and a cappuccino in hand, I fnd that the view through the shop 
window becomes enchanting. This enchantment is soon interrupted 
by the scene on the corner of  8th and 42nd, where things do not seem 
ideal for a silver Prius that became mired in the snow as it attempted a 
right turn. The front tires are spinning in place as vehicles accumulate 
in the intersection, their horns blaring despite the clear helplessness of 
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A MYRIAD OF TONGUES 

the hybrid’s driver. A full minute seems to pass before the car’s tires 
achieve traction, having spun through several layers of snow to reach 
the asphalt. The hatchback sleds of, headed uptown amid the current 
of  impatient commuters. 

A question occurs to me: Was it really snow that the car was stuck 
in? That word choice does not seem quite right. “Crushed snow” seems 
more appropriate, as “snow” by itself  seems inaccurate or at least inad-
equate. “Packed snow”? It was not sleet, because it came down as fakes, 
not as ice pellets. I feel linguistically challenged as I grasp for a better 
descriptor. It clearly was a kind of  snow, but each available term feels 
semantically imprecise. The car’s wheels were stuck in “snowy ice,” or 
“icy snow,” or “snowy slush.” All the terms that come to mind have 
a somewhat cobbled-together and unconventional feel, and most are a 
compound, with “snow” being modifed by or modifying some other 
term. 

Then a geographic coincidence occurs to me. I am sitting just a few 
miles away from the former workplace of  Franz Boas, who planted the 
some-languages-have-many-words-for-snow tree of thought and is con-
sidered by many the founder of  American anthropology. Boas was a 
professor at Columbia University and the frst scholar to suggest that 
English’s terminology for snow is relatively impoverished when he ob-
served in 1911 that the language of  the Inuit has at least four distinct and 
basic terms that are all translatable with the English word “snow” and 
associated descriptors. There is qana, or “falling snow”; piqsirpoq, or 
“drifting snow”; qimuqsuq, “snow that is already in a drift”; and aput, 

“snow that is on the ground.” In a cycle of exponential exaggeration, 
Boas’s observation eventually yielded the notion, in the zeitgeist if  not 
among scholars, that Eskimos have dozens or even hundreds of  words 
for snow. Such claims have been repeated in places like the New York 

Times. As noted in a decades-old humorous essay by the linguist Geof 
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INTRODUCTION 

Pullum, many of  the claims surrounding the words-for-snow trope were 
comically inaccurate. Such inaccuracy does not imply, however, that lan-
guages do not vary in unexpected and profound ways with respect to 
how they describe certain physical phenomena. The extent of  such vari-
ation was perhaps overlooked in some quarters precisely because of 
exaggerated claims like those surrounding Eskimo snow, claims that 
could easily be debunked. As we will see in this book, some analogous 
dismissals of  linguistic diversity have surfaced repeatedly in the study of 
the world’s languages. Setting aside that larger point, what is clear is that 
there has been plenty of  subsequent debate about, and interpretation 
of, the exaggerated notion that some languages have boundless terms 
for snow. Much of  this debate missed a key, simple point that Boas’s 
example drives home: languages tend to refect the environments in 
which they evolve. Populations in Greenland are likely to refer to dif-
ferent kinds of  “snow” because they confront diferent kinds of  snow 
so often and, relatedly, because they must coordinate their behavior and 
actions around it. In contrast, a group of  indigenes in Australia may be 
wholly unfamiliar with snow and need no basic words to refer to it, 
much less varieties of  it. The words-for-snow trope is, at its core, just a 
simple illustration of  the fact that languages are infuenced by their 
speakers’ specifc social needs and environments. The world’s languages 
are incredibly diverse in part due to the varied physical and social envi-
ronments in which humans live. In this book I will survey some key fnd-
ings obtained from work on linguistic and cultural diversity, discussing 
new insights into how people communicate and think. This work aims 
to highlight particularly vibrant strands of  the research produced by psy-
chologists, linguists, anthropologists, and others that is reshaping our 
understanding of human speech and associated thought and behavior.1 

The world’s linguistic diversity is extreme and, in my experience, un-
derestimated by most people. Consider this: When I teach an introductory 
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A MYRIAD OF TONGUES 

course on anthropological linguistics at my university, in the frst lec-
ture of  the semester I often ask the students to name as many lan-
guages as they can. The group of  ffty students will struggle to name 
more than several dozen languages. They typically include Latin or 
Klingon or some other language of  dubious qualifcations. Individual 
students may struggle to name twenty languages. (This is not meant as 
a criticism, since most intelligent and well-read people struggle with this 
task—I leave it to you to try it if  you are so inclined.) Yet there are, by 
most counts, over seven thousand languages in existence today. Further-
more, most of  the languages that come to the minds of  my students 
have European origins and are closely related. Setting aside a few com-
monly named languages like Mandarin and Arabic, the most frequently 
cited ones—German, Spanish, French, Italian, and even Latin—are rep-
resentatives of  only one of  the roughly 350 language families in the 
world. These easily labeled languages trace their ancestry back to one 
language, Proto-Indo-European, which was spoken near the Black Sea 
roughly six thousand years ago. In short, most college students’ aware-
ness of  linguistic diversity is formed by their extensive exposure to a 
small fraction of  the languages that exist in the world today. And this 
fraction represents only one of  the thousands of  ancestral tongues that 
were likely spoken when Proto-Indo-European began its rise to promi-
nence millennia ago.2 

This bias extends beyond undergraduates. Languages of  European 
ancestry have for centuries received inordinate attention from scholars 
in the West. This common fxation has clear and understandable histor-
ical roots, but since it helped to shape many theories of  language, 
many cognitive scientists rightfully see it as problematic. Even during 
the twentieth century, when scholars were already aware that a very 
large number of languages existed around the globe, linguistic theories 
were informed in large measure by our understanding of  European 
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INTRODUCTION 

languages like English, languages that most of these theorists spoke 
natively. In some circles this theoretical bias remains even today. It has 
contributed to an unfortunate tendency to think of  languages as being 
broadly similar, since many Indo-European languages are in fact sim-
ilar to each other due both to their relatedness and to the frequent in-
teractions between their speakers. This narrow focus helped foster the 
once-prominent view that languages exhibit only superfcial variation 
that obfuscates profound similarities or even a “universal grammar.” 
The universalist perspective is becoming less infuential in the language 
sciences, judging from the research that is most impactful these days, 
and I suspect the reason why is simple. Once linguists really expanded 
the scope of  their inquiries to look closely at the world’s languages, they 
found that those languages were much more diverse than many theo-
ries presumed. If  biologists primarily studied a few related species in one 
ecosystem, only occasionally studying species elsewhere, they would 
likely underestimate the world’s range of  biodiversity. Thankfully, there 
has been a radical shift that is still underway in the study of  language, 
alongside a parallel shift in the study of human thought and behavior. 
These shifts have resulted in a clear focus not on the hypothetical 
universal features evident in all languages, but on the critical ways in 
which languages diverge—and what that divergence can tell us about 
humans more broadly. For instance, a new study authored by a team of 
well-known scholars, widely shared on social media in late 2022, sur-
veyed the many ways in which overreliance on English has limited our 
understanding not just of languages but of human thought. The au-
thors of  that study note that a recognition of  the extensive linguistic 
and cognitive diversity of Homo sapiens is essential to a deeper under-
standing of  our species. This diversity is at the heart of  the story this 
book will tell, though subtle and pervasive tendencies in the world’s lan-
guages are part of the story too.3 
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A MYRIAD OF TONGUES 

In a paper just over a decade old, entitled “The Myth of  Language 
Universals,” linguists Nick Evans and Stephen Levinson ofered a litany 
of  ways in which linguistic diversity contravenes the notion that the 
world’s languages have meaningful universals. Many linguists who have 
spent extensive time doing feldwork on diverse languages in remote lo-
cales (myself  included) agreed with the central claims of  the article, 
which was published in the journal Behavioral and Brain Sciences. The lack 
of linguistic universals is in some ways surprising given that all human 
populations have the same basic anatomy associated with thinking and 
speaking, all of  which evolved prior to our African exodus. It is also 
somewhat surprising because language serves similar functions across 
populations. Still, while these functional pressures do yield many simi-
larities of  form across languages, the pressures are insufcient to yield 
any true linguistic universals. In fact, Evans and Levinson suggested that 
the principal question linguists should try to answer is why languages 
are so diverse. They noted that ours is the only known species whose 
communication system varies so much across population groups. The 
countless studies that have focused on languages from diverse families 
and regions present unequivocal evidence of  this profound variation, 
which includes everything from the kinds of  tenses languages use (see 
Chapter 1), to the basic word orders they use (see Chapter 8), to, yes, 
the kinds of  words for snow they use (see Chapter 5). No single book 
could catalog all this variation, but by reading this one you will get 
a better sense of  the extent of  the linguistic and associated cognitive 
diversity that exists across the globe.4 

Linguists are still coming to grips with how incredibly distinct the 
world’s languages are. Meanwhile, psychologists and others are better 
appreciating the diversity of  thought and behavior across human pop-
ulations. In another famous paper published in Behavioral and Brain Sci-

ences a little over a decade ago, psychologists Joseph Henrich, Steven 
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INTRODUCTION 

Heine, and Ara Norenzayan made a critical point about our under-
standing of human cognition: nearly all of  it is based on studies of 
people from Western, educated, industrialized, rich, and democratic 
(WEIRD) societies. These societies are weird indeed when contrasted 
to the bulk of human societies that exist or ever have existed. Henrich 
and colleagues suggested that “members of  WEIRD societies, including 
young children, are among the least representative populations one 
could fnd for generalizing about humans.” This is true for a variety of 
reasons, including the dramatic efects that industrialization and literacy 
have had on the social and material environments in which many of  us 
WEIRD people were raised.5 

The fact that WEIRD populations are a weak proxy for all humanity 
is also due to the efects that intensive schooling has had on the kinds 
of  symbolic and mathematical thought with which we are routinely en-
gaged from a young age. In my previous book, Numbers and the Making 

of  Us, I discussed research suggesting that humans’ numerical practices 
vary more substantially across cultures than many people realize. That 
book was based partially on my own work with indigenous populations 
who use number systems very distinct from those with which most of 
us are familiar. I suggested in the book that most human populations 
that have existed over the course of  our species’ history, and certainly 
those that developed prior to our ancestors’ emigrations from Africa 
about one hundred thousand years ago, were not afected by repeated 
exposure to mathematical symbols and words. Our understanding of 
human psychology regarding things like numerical thought is informed 
largely by one strain of human populations, a strain that is hardly rep-
resentative of  our species in either a contemporary or historical sense. 
After all, most major universities and research centers have relatively 
easy access to WEIRD populations, primarily college students. This is 
perhaps one reason why the cross-cultural diversity of human cognition, 
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A MYRIAD OF TONGUES 

like the diversity of  languages, has been underestimated. As cognitive 
scientists have begun to seriously take up the call for studying human 
cognition via representative samples of  populations with diverse histo-
ries, ecologies, and subsistence types, the extent of human cognitive het-
erogeneity has become more visible. That visibility continues to grow 
today, just like awareness of  linguistic diversity. Yet the awareness of  pro-
found linguistic and cognitive diversity has not been disseminated suf-
fciently into the public consciousness, nor even into the consciousness 
of  many scholars outside the felds of  linguistics and cognitive science 
more broadly. This book highlights major insights that studies of many 
diverse languages worldwide, not just those of  WEIRD people, have of-
fered to cognitive science, linguistics, and other key felds of  research 
on humanity.6 

I should probably mention here that I spent much of  my childhood 
in the jungles of  Amazonia. It was that childhood experience that ulti-
mately led me into the felds of  anthropology and linguistics, fascinated as 
I am by the range of human linguistic and cognitive diversity. This pur-
suit has led me down research paths that rely on a variety of  methods. 
Some of those paths have led me back to indigenous peoples in Amazonia, 
and that regional focus will be evident at times. Still, this book is concerned 
with discoveries about linguistic and cognitive diversity that have been 
made worldwide, primarily with non-WEIRD cultures but also with 
WEIRD ones. Some of  the discoveries come from experiments in labo-
ratory settings or from computational research on new databases flled 
with linguistic data from hundreds and even thousands of  cultures 
worldwide. My own research utilizing such methods, along with more 
traditional linguistic feldwork, will be mentioned at various points 
in the book when relevant. Unsurprisingly, there is some personal bias in 
terms of  the themes covered in this book because I do research on sev-
eral of  the topics discussed. That said, I have tried to avoid focusing too 
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INTRODUCTION 

much on the work of  any one scholar (including myself ), in order to 
show the array of  fascinating types of  research on the world’s linguistic 
diversity being conducted by many scholars, often with novel methods. 
These researchers are changing our understanding not just of  how lan-
guage works, but of  how people think and behave while they speak. It 
is also worth noting that the researchers themselves represent an increas-
ingly diverse group of  scholars, which no doubt contributes to the 
growing breadth and quality of  the work surveyed in this book.7 

In contrast to the bulk of  linguistics research conducted in the 
twentieth century, contemporary research on language is also becoming 
increasingly collaborative and geared toward replicability when pos-
sible. Instead of  the introspections of  individual linguists and philoso-
phers at famous universities, data and methods are now taking their 
rightful places at the center of  discussions of  language research. This is 
another reason why the book avoids a focus on any particular scholar 
or set of  scholars, though the research of  some will make multiple ap-
pearances. The book partakes in a general shift toward collaborative 
and reproducible eforts, which has resulted at least partially from the 
greater integration of  language research with other felds. The growing 
integration of  the study of  linguistic behavior with the study of  other 
forms of human behavior is not, however, simply due to a clearer 
focus on methods and data. Many language researchers have come to 
recognize that we simply must rely on insights into other aspects of 
human behavior to truly understand language and associated thought. 
For an intense period in the late twentieth century, linguistics aimed to 
divorce language from nonlinguistic aspects of  culture and from other 
cognitive processes, but linguists increasingly recognize that these phe-
nomena cannot be separated. For example, in Chapter 1 we will see 
how we cannot make sense of  how people in some cultures talk and 
think about time without also understanding how they gesture about 
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A MYRIAD OF TONGUES 

time. In Chapter 6 we will see how the structure of  languages can be 
infuenced by the social environments in which they develop. Because 
of this increasingly integrated view of linguistic behavior, the book 
will often veer outside the strictly linguistic because, well, not much is 
strictly linguistic. For example, we will see in Chapter 4 how the inter-
action of some lifestyles with certain environments helps foster distinct 
terms for colors and smells that can in turn afect how people re-
member visual and olfactory stimuli. The growing recognition of  the 
integration of linguistic and nonlinguistic thought and behavior means 
that those of us concerned with linguistic behavior have had to famil-
iarize ourselves with other felds. My own work has become increas-
ingly reliant on fndings from felds such as cognitive psychology, data 
science, and respiratory medicine, and it has veered into such felds at 
times. My collaborators now include biologists, chemists, political sci-
entists, and engineers. I am not unique in this respect: a growing 
number of language researchers are migrating toward cross-
disciplinary methods and collaborations as we see that language cannot 
properly be understood in a silo. The more careful engagement and 
collaboration with such disciplines by numerous language researchers 
represent another undercurrent fowing through this book. Three ex-
amples of cross-disciplinarity in my own research may serve as helpful 
illustrations of  this trend. My research on number words relies on ex-
perimental research as well as computational analyses of  number 
words in thousands of  languages. In other work, I am collaborating 
with medical researchers and chemists to better understand how people 
produce tiny aerosol particles when speaking, and how such particles 
can transmit airborne pathogens during conversations. As a last ex-
ample, some of  my research has suggested that extreme ambient aridity 
impacts how languages evolve because it places subtle pressures on 
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INTRODUCTION 

how humans use certain sounds. This research, which is controversial 
and will be discussed a bit in Chapter 5, is reliant on previous experi-
mental research in biomedicine. These examples from my own research 
are simply illustrative of  how language research is potentially relevant 
to and impacted by fndings in a wide variety of  disciplines. Thus, while 
the fndings discussed in the book are related directly or indirectly to 
language, most of  them are noteworthy because they also relate to 
other aspects of  how humans think and behave. In that sense, this is 
very much not a linguistics book per se. It is a book about how research 
on myriad languages is reshaping our understanding of  how people 
think when they are speaking, and in some cases how they think when 
they are not speaking. 

While this book examines fndings from a number of  academic dis-
ciplines, most of the work it discusses is nevertheless based in one 
way or another on the research of linguistic feldworkers who have 
documented countless unrelated languages during the past few de-
cades. In many cases linguistic feldworkers have drawn attention to 
interesting cognitive phenomena, including nonlinguistic phenomena, 
simply because feld linguists have spent a lot of  time living with very 
diverse populations around the world. To study a particular language, 
one often needs to invest countless hours listening to and recording 
that language. The increased focus of  linguists on studying unrelated 
languages has meant they have spent time with distinct peoples who, 
besides speaking disparate languages, often have varied lifestyles in 
diverse ecologies. In short, all the linguistic documentation of the last 
few decades has also yielded a broader awareness of human cultural 
and cognitive diversity. Many linguists have brought back accounts 
of such diversity, encountered while doing feldwork. These accounts, 
sometimes only anecdotal, have often served to entice others to 
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A MYRIAD OF TONGUES 

return with them to remote settings to investigate, with the linguists’ 
help, the behavioral diversity in question. In this and other ways, lin-
guistic documentation has ultimately yielded a large crop of fndings 
on humans’ cognitive and cultural diversity that extend beyond lin-
guistic diversity. 

This book focuses on a variety of  fndings that stem directly or indi-
rectly from the documentation of non-WEIRD cultures, but some 
studies on English and other well-documented languages are also dis-
cussed. In fact, some new work on English has been informed by work 
on unrelated languages, and this work has led to new discoveries on En-
glish and other languages spoken by WEIRD cultures. The book high-
lights recent key discoveries from a variety of  cultures, discoveries that 
are in one way or another tied to the growing realization that the ways 
people think and talk are more varied than we once thought. I use the 
word “recent” in a relative sense. Some of the work discussed in this 
book is already decades old, but keep in mind that people have been 
studying languages for millennia. And much of  the research discussed 
in the book has only appeared in the last decade or so. As previously 
noted, this book does not aim to exhaustively catalog key discoveries 
on speech, which would require volumes. Instead I ofer a survey of 
some particularly interesting fndings that are meant to be indicative of 
the larger trends at work in language research, with an emphasis on the 
themes mentioned above. In Chapters 1, 2, and 3, we will look at how 
discoveries related to talking are changing our understanding of human 
thought associated with time, space, and relationships. In Chapters 4, 5 
and 6, we will examine research that points to the interconnectedness 
of  speech, thought, and the environments in which languages are 
spoken. Finally, in Chapters 7 and 8, we will examine fndings that are 
changing our understanding of  how we think in order to create words 
and sentences. 

12 

Copyright © 2023 by the President and Fellows of Harvard College



   

   

  
 

     

   
 

  
 

 

   
 

  
 

    
   

  

  

INTRODUCTION 

Somewhat paradoxically, the language-based discoveries I will discuss 
have surfaced during an ongoing decline in the world’s cultural and lin-
guistic diversity. By some estimates, as few as six hundred of  the world’s 
languages, less than 10 percent, will survive this century. The median 
number of  native speakers of  a language is only around ten thousand, 
and hundreds of  the world’s languages are spoken by one hundred or 
fewer speakers. Such fgures hint at the ongoing extinction of languages, 
which is happening as younger speakers in less populous cultures 
migrate to hegemonic, more economically useful languages like English. 
Awareness of  this ongoing extinction has motivated many scholars to 
investigate dying languages while they still exist. Many of these lan-
guages are unwritten and unrecorded, hence the urgency of  the task of 
feld linguists. The mass extinction continues largely unabated, due to 
a host of  socioeconomic factors outside the infuence of  any language-
conservation eforts, however well intentioned such eforts may be. We 
therefore stand at a captivating stage of  our species’ life span, an ephem-
eral nexus that is unrecognized by most. We stand at the intersection 
of  two trajectories: the growth of  the recognition of  cognitive and lin-
guistic diversity across human populations, and the unrelenting decline 
of  the linguistic diversity that enabled that recognition. Unfortunately, 
the ineluctable disappearance of  most languages is, by all measurements, 
a onetime receding tide that is much stronger than any eforts at fghting 
it. While the work of linguistic feldworkers is certainly not holding the 
receding waters in place, it has served to pull incredible specimens out 
of those waters, holding them up for others to appreciate. In this book 
we will take a look at some of these data specimens, showing how they 
are essential to our understanding of  how humans actually talk and 
think.8 

Whether or not Eskimos really have that many words for snow, it be-
comes clear to me this snowy morning that I do not have many at the 
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ready. I leave the cofee shop, walking quickly to my next refuge, a sub-
terranean one where I will hop on a crosstown subway. The freshly 
fallen snowfakes crunch audibly underfoot. But “snowfakes” doesn’t 
really seem quite right, not now that the snow has accumulated on the 
sidewalk. As I take another step against the prevailing wind of the bliz-
zard, I conclude that the snow I am walking on is probably no longer 
qana. I guess now it is aput. 
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1 
Your Future Is behind You 

PAST,  PRESENT,  FUTURE.  These domains of  time seem so fundamental 
to life, almost tangible, at least once we are adults. Early in life, we begin 
learning that these three core components of  temporal progression are 
refected in the language we speak, and that verbs take diferent forms 
depending on when the actions occur. We learn that we say things like 
“I jumped” when the action happened in the past. That is, we learn that 
an “-ed” sufx gets added to many verbs to inform the listener that some-
thing already happened. An English-speaking child must also learn that 
when referring to a future jumping event, they should say something 
like “I will jump” or, more commonly, “I’ll jump” or “Ima jump.” These 
conventions represent a key challenge for a child or an adult acquiring 
English; it is not easy to learn how to convey with regularity the past, 
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A MYRIAD OF TONGUES 

present, and future status of  events. To further complicate matters, En-
glish learners must learn that the tense markings on verbs often vary in 
irregular ways. They must memorize, for example, that they “ate lunch 
earlier,” but that they “will eat dinner later.” As with much of  the 
language-learning experience, these idiosyncrasies can be maddening at 
times. 

Such word-level particularities perhaps obscure the more funda-
mental thing that we are learning about tense as we become language 
speakers. We are learning that there is precisely a past, a present, and a 
future. When we acquire English as kids, we are also meant to learn 
that these particular temporal categories exist in the frst place, that they 
are almost tangible, or at least that they are the basic categories to which 
we should refer by default because that is how time works. Our language 
helps to reify these abstract categories of time. After all, past, present, 

and future are nebulous notions that are not perceived in the concrete 
manner in which, for instance, you perceive the physical space around 
your body. You cannot revisit the past or prove its existence by reaching 
out and touching it as you might an object in your physical surround-
ings. And we never actually reach the future. Meanwhile, the present is 
not capturable since any moment we recognize is gone by the time we 
recognize it. It is in large part through language that the categories of 
past, present, and future are made to seem natural to us. In this chapter we 
will see that some aspects of  time that seem so “natural” to us English 
speakers may seem unnatural to speakers of  many other languages. This 
does not mean that we actually experience time in unique ways. Yet 
the linguistic evidence suggests that we conceptually segment time in 
particular ways because of  the language we speak, and that speakers of 
other languages, while they may experience temporal progression in 
similar ways, must come to think of  other temporal categories—not 
necessarily past, present, or future—as basic if  they are to become fuent 
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in those languages. In this chapter, I will discuss a few ways in which, 
according to various strands of  research, languages refect and poten-
tially afect the diverse ways in which people think about time. 

Time and Tense 

The place to start is with tense. When asked why English has three 
tenses, some of  my college students seem fummoxed. It seems a bi-
zarre question. To them, English has three tenses because there are three 
tenses in time. English grammar refers to the past, the present, and the 
future because, well, that is how the universe works. In actuality, though, 
there are other ways to demarcate time grammatically, and one could 
argue that the past, present, and future seem to be natural domains of 
our lives precisely because we speak a language that demarcates time 
according to these parameters. So the true causal association may be 
the reverse of  that typically assumed—it may be that our language con-
strains our default way of  referring to and perhaps even conceptual-
izing time, and not that time’s inherent qualities constrain how we talk 
about it. Again, I am not suggesting that people around the world phys-
ically experience time in markedly diferent ways. The claim I am 
making, and that others have made before me, is less radical but still 
potentially counterintuitive: how we talk about time, as English speakers, 
impacts our default mental description of  how time works. If  this claim 
is true—that is, if  a grammatical characteristic of  English impacts how 
we conceptualize temporal progression, or at least dictates how we refer 
to time—we would expect that not all languages should break up time 
into past, present, and future. In fact, many of  the world’s languages 
do not require speakers to refer to these categories. Past, present, and 
future are not actually temporal categories in many grammars of  the 
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